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ABSTRACT
Applied machine learning (ML) has not yet coalesced on standard
practices for research ethics. For ML that predicts mental illness
using social media data, ambiguous ethical standards can impact
peoples’ lives because of the area’s sensitivity and material con-
sequences on health. Transparency of current ethics practices in
research is important to document decision-making and improve
research practice. We present a systematic literature review of 129
studies that predict mental illness using social media data and ML,
and the ethics disclosures they make in research publications. Rates
of disclosure are going up over time, but this trend is slow moving
– it will take another eight years for the average paper to have
coverage on 75% of studied ethics categories. Certain practices are
more readily adopted, or "stickier", over time, though we found pri-
oritization of data-driven disclosures rather than human-centered.
These inconsistently reported ethical considerations indicate a gap
between what ML ethicists believe ought to be and what actually
is done. We advocate for closing this gap through increased trans-
parency of practice and formal mechanisms to support disclosure.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and mod-
els; • General and reference → Surveys and overviews; • Com-
puting methodologies→ Machine learning.
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1 INTRODUCTION
Mental illness is a pressing global health crisis [69], with nearly one
in eight people worldwide living with a mental disorder [70]. This
urgent issue has inspired researchers to identify innovative avenues
for mental health prevention and treatment. As individuals turn
to online social platforms to find and share their experiences with
mental illness [27], researchers are exploring how and whether this
data can identify mental illness with machine learning (ML) and
artificial intelligence (AI) technologies. This area has grown into a
thriving field of study since its origin in the early 2010s [28, 42]. The
state-of-the-art can predict illnesses such as depression [29, 95, 109],
anxiety [41, 90, 92], and suicidality [24, 59, 94] with social media
data, as well as related experiences such as stress [83]. The impacts
of this research could meaningfully change global mental health
through earlier identification of illness, supporting quicker and
more holistic triage in healthcare, and, ideally, informing digitally-
delivered interventions [30].

As the field has matured, there are growing concerns about the
research ethics of applied ML systems for predicting mental illness.
Mental health prediction creates a ripe environment for possible
harm. The domain uses sensitive data from a vulnerable popula-
tion to communicate a possible medical diagnosis. This research
often leverages public online communities, such as Reddit [71] or
Instagram [78], but the data collected can include personal infor-
mation [22, 33]. Experts have raised further concerns about issues
around problem framing [15]; methods, such as data handling to
maintain data subject privacy [114]; and the need for normative
ethical research oversight from ethics review boards [3]. Inadver-
tent decisions or errors in this space can affect someone’s life, such
as publicizing an individual’s mental health state by using their
searchable social media data in research publications [2, 76].

Previous work has suggested what we ought to do for more
ethical research [3, 16, 101], but it is unclear whether these ethi-
cal principles have been actualized in mental health ML research
and applications. Sisk et al [97] describe this phenomenon as the
“Ought-Is" problem: the challenging gap between what ought to be
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and what is, the distance between normative principles and oper-
ationalizable practices.1 An essential step to bridge this gap is to
encourage the transparency of practitioners on what is happening.
Transparency is the crux of applied ML methodological innovation,
as it improves the replicability of science and ethics engagement
in research [44]. In FAccT, there have been numerous artifacts to
increase transparency for methods and datasets [39, 64, 111], yet
very little work examining the practice of research ethics through
the lens of transparency.

In this paper, we bridge the “Ought-Is” gap with the first step in
transparency [44]: documenting the landscape of ethical practices
in state-of-the-art research. We conduct a systematic review of
ethics disclosures in publications that use social media data to
predict mental health states. Building off the methods of a prior
systematic literature review [17], we identified 129 relevant papers
published between 2013 and 2022. We analyze this dataset using
a deductively designed rubric of 13 ethical practices in the field,
reporting on human-centered and data-centered ethics practices,
and considerations of harm and impact.

Our findings show disparities in disclosure practices–although
many practices are being disclosed more over time, others are not.
Authors engage in data-centered disclosures that assist in ML repli-
cability over human-centered concerns that impact account holders
in datasets. At current disclosure rates, it will take another eight
years for all papers on average to disclose 75% of our tracked prac-
tices by 2031. This means that, from the origin of the dataset in 2013,
it will take nearly two decades for ethics disclosures to coalesce.
Moreover, some practices are “sticky” over time, demonstrating the
adoption of certain disclosure practices in our dataset.

The encouraging results we did find are slow and inconsistent
across disclosure topics, which have been advocated in ethics re-
search [3, 16, 110]. Our work contributes insights into the dynamics
of the “Ought-Is" gap in ethics disclosure practices. We underpin
the need for researchers to report more transparently on ethical
decisions for applied ML systems in mental health. We advocate
for more explicit normative standards of ethics and care in com-
putational mental health research. We envision that this increased
transparency will empower members of the research community to
coalesce on best practices and protect the vulnerable populations
that we intend to serve with our technologies.

2 RELATEDWORK
2.1 Research Ethics on Social Media and

Algorithms
Metcalf and Crawford contend that data “fundamentally changes
our understanding of research data to be...infinitely connectable, in-
definitely repurposable, continuously updatable and easily removed
from the context of collection” [61]. Scholars have argued to expand
research ethics to address the gaps left by big data and algorithms
in current practice, whether that be related to user privacy [114],
data attribution [10], or informed consent [49]. In this section, we
overview prior work in research ethics across social media and
similar large datasets and algorithmic and AI ethics.
1Not to be confused with Hume’s “Is-Ought" gap.

2.1.1 Social Media and Large Datasets. There has been increasing
discussion on the use of social media data for research. People who
create online content, such as tweets and blog posts, often do not
know that this content might be used for research purposes [35],
especially in relation to mental health [62]. However, this data is
increasingly being mined for social media research. Traditional
regulatory bodies such as IRBs in the United States and many ERBs
in other countries do not consider retrospective analyses of public
social media data to be in their scope, as it does not fit the conven-
tional definition of human subjects research [105]. Correspondingly,
researchers often do not have clear standards about how to proceed
with doing this research ethically [106], a problem that is exacer-
bated by the typical lack of oversight by traditional research ethics
review bodies [7].

Social media and the large datasets that are mined from it are
used across many research areas; this has provoked many discus-
sions about online communities, big data, and social media [8, 61,
74, 106]. As such, scholars have argued for expanding the scope
of social media ethics to address specific practices, whether that
be related to user privacy [47], data attribution [10], informed con-
sent [48, 49]. For public health in particular, researchers have honed
in on the implications and ethical tensions of using digital data to
make research contributions. For example, Vayena et al discuss the
ethical obligations of researchers engaging in “digital epidemiology”
using public social media data [104].

2.1.2 Applied Algorithm and AI Ethics. Paralleling our interest in
social media ethics is the growing interest in the ethical develop-
ment and use of algorithms and AI to solve social problems. This
work has covered wide swathes of work, where some point out low-
level challenges [66] and others articulate global principles [52].
The focus on AI has been a more recent trend, as researchers have
raised growing concerns about the ethics of algorithms that in-
fluence our lives [8]. Critical areas of focus in AI ethics include
fairness, justice, equity, and other value-ladened decision-making.
Likewise, there has been interest in bridging this ethics gap with
human-centered or human-AI interaction work [14].

2.2 Pragmatic Interventions to Support More
Ethical Decision-Making

In addition to theorizing about appropriate ethical conduct, re-
searchers have also examined pragmatic strategies to enact ethics
in AI, social media, and big data. Sisk et al [97] describe this as the
“Ought-Is" problem: the challenging gap between what ought to
be and what is. This gap is particularly salient in predictive men-
tal health using large amounts of social media data, where ethical
issues and decision-making abound [3, 16, 101].

One common theme across many ethics interventions is in-
creased transparency, primarily through encouraging more docu-
mentation and reporting. One common intervention is adapting
the peer-review process to include a work’s ethics and impact [46].
In machine learning specifically, NeurIPS recently started requir-
ing submissions to include broader impact statements. However,
it is unclear whether these requirements for transparency led to
more constructive and meaningful engagement [67]. Other scholars
have proposed artifact-based interventions to increase transparency,
such as model cards [64], datasheets [39], and explainability fact
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sheets [98]. However, these artifacts can be difficult to apply – de-
velopers struggle to make accurate privacy nutrition labels despite
their prominence in research [55].

While these artifacts are valuable frameworks that help people
categorize and understand AI [9], they often focus on methodologi-
cal details or oversight that can be tracked in the moment, such as
the provenance of a dataset. Documentation does not necessarily
focus on ethics, and discussion of research ethics considerations
may be absent or perfunctory (e.g., only a mention of the “pub-
licness” of data) [75]. Scholars note that more open discussion of
ethical issues towards creating community norms is important [11],
as is evaluating the state of the field as it is [17] to bridge between
appropriate theory and praxis. Our review is motivated by these
measures towards transparent reporting by focusing on ethical dis-
closures of practice in papers when they do occur. In essence, we
seek to understand whether there are implicit standards that guide
what researchers choose to report on in their publications.

2.3 Case Area: Mental Health Prediction on
Social Media Data

Since the early 2010s, researchers and practitioners have used text
and behavioral cues from social media to understand mood, feel-
ings, emotions, and well-being – this work has evolved to a rich
sub-field that predicts mental illness in individuals using social
media data [16]. Initial work in the area addressed predicting de-
pression [28, 72] and suicidality [60]. The area has now expanded
to many other disorders, such as post-traumatic stress disorder [23],
schizophrenia [6, 63], eating disorders [19], and anxiety [91]. This
also includes symptoms of disorders such as stress [57] and new
method adaptations, like incorporating image data [79].

Given the sensitivity of this topic and the inherent ethical ten-
sions in this space, scholars have also written extensively about
principles of ethics in the space of health, digital data, and computa-
tion. For digital health, this prior work includesmeta-analysis pieces
of studying non-clinical texts [12], mHealth interventions [100],
affective disorders [84], and those that examine social media more
specifically [90]. More closely related to our area, Wongkoblap et al
had an early work exploring data mining and well-being research
on social media, including categories of subjective well-being, hap-
piness, and mental disorders [110]. Guntuku et al conducted an
integrative review of 12 recent and famous papers within the space
of predicting mental health [42]. They hand-select 12 papers in-
strumental to the space and examine their labeling schema and
methodologies. For ethics, several researchers have identified gaps
in public health research using social media data [3, 20]. Chancellor
and De Choudhury [17] also studied the methods and algorithmic
practices within the field. Closest to our work, Thieme et al [101]
found a lack of ethical consideration and user-centered practices
amongst HCI literature to support mental health ML applications
and called for more ethical practices in the field.

Our review builds on this work by formalizing a process to
consider ethics disclosures and practices in this specific field. We
examine a large corpus of archived papers in this space to study
disclosure patterns. This allows us to close the “Ought-Is” gap
between ethics principles and prescriptions and examine what “is”
happening in the field as a whole.

3 METHODS
3.1 Systematic Literature Review
Our work uses a systematic literature review (SLR) to identify re-
search articles on mental health prediction using ML and social
media data. SLRs allow us to rigorously gather and identify papers
in a topic area for scientific scrutiny. Specifically, we expanded on
the Chancellor and De Choudhury corpus [17], who are authors of
this paper. They conducted an SLR to describe and critique method-
ological decisions for mental health prediction using social media
data. While other reviews are broader (considering mental health
and AI generally) [101], Chancellor and De Choudhury’s review
complements ours by focusing on the same sub-area of research.
Second, their review focuses on archived papers. This means that
all research is peer-reviewed and the final-stage versions of sci-
entific journal or conference papers. We believe this is the fairest
comparison for understanding ethical practices in comparison to
posters or late-breaking work, which may be deliberately short
while the research is still formative.

To briefly summarize the methods, Chancellor and De Choud-
hury identified 41 interdisciplinary conferences, journals, and archival
workshops where research on mental health and ML may be pub-
lished [17].2 They then designed 16 keyword pairs related to mental
illness and social media and searched the proceedings and journal
records for papers. Using the Preferred Reporting Items for Sys-
tematic Reviews and Meta-Analyses (PRISMA) guidelines to guide
their filtering and candidate selection process [56], they manually
identified articles related to the topic area. Finally, they system-
atically snowballed through the original corpora’s Related Work
sections to find other papers about the topic that their initial review
had missed, using the same filtering criteria as before. This process
generated 75 papers from 2013 to 2018 [17]. Adopting their search
methodology and filtering process, we surveyed the literature from
2019 to 2022 with the same method, tools, and filtering criteria. This
brought the total number of articles to 129, which we will call the
dataset in this paper.

3.2 Rubric Design and Analysis
As we considered how to empirically study ethics disclosures, we
noted several challenges in reviewing papers. Ethics are often em-
bedded throughout papers, and many venues do not have explicit
“ethics disclosure” sections where authors are expected to list all
decisions. On review of the dataset, authors may disclose a methods
decision about participant recruitment in the “Methods" section
that affects both sampling methods and also indicates an ethics
practice. Our goal was to take a balanced approach to studying
ethics disclosures against a reasonable expectation of what could
be disclosed. We considered applying outside standards to our do-
main, such as IRB or ERB guidelines, or more general ones such as
the Association of Internet Researchers (AOIR) guidelines [37]. We
quickly realized that these guidelines could miss domain-relevant
information to health and social media and may imply standards
that are not relevant to the domain. Therefore, we adopted an itera-
tive process to design a rubric to guide deductive analyses of ethics
2For the full methods, please see the Methods section of their paper [17].
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in the field. This design is similar to Proferes et al. [75], who used a
rubric about research practices to study research on Reddit.

We began with a rough categorization of relevant ethical con-
cepts (e.g. “ethics disclosure”, “human subjects”), taken loosely from
past work onmental health and social media data [3, 12, 16, 110].We
coded papers with these concepts, and iteratively updated concepts
to identify emergent ethical discussions, then recoded previously
coded papers for these new concepts to ensure consistency. For
example, the category of “ethics review discussed” became several
distinct categories such as “subject compensation”, “inclusion and
exclusion criteria for subjects”, and “whether consent was sought”.
We iterated on this process until no new ethics practices emerged.
These categories were then converted to a formal rubric to deduc-
tively apply to all articles. Table 1 shows the ethical categories we
identified.We clustered these categories into three thematic areas: 1)
human-centered disclosures about interacting with participants or
account holders; 2) data-centered disclosures about methodological
and dataset decisions; and 3) ethics reasoning, harms, and broader
impacts sections.

For each rubric item, our coding strategy tracked explicit disclo-
sure of ethics practices. Our interest is in evaluating a paper’s trans-
parency of practice, not judging whether their ethical decision was
appropriate. This is also important because of geographic location
differences, differences in research environments, and methodolog-
ical differences. We designed for each coding category a spectrum
of answers to evaluate if the practice was disclosed. We also added
several open-ended sections throughout the rubric to allow for
memoing of ideas and notetaking about the dataset to emerge.
Please see the Appendix for details about the possible categories
that are available in the rubric.

3.2.1 Analysis. Three authors coded the dataset of 129 papers with
the rubric. The authors initially cross-coded 10 papers together to
ensure consistency of coding and use of the rubric items. They then
split the dataset, closely read each paper, and coded each paper
independently along the final rubric. The three coding authors
collaborated on our findings and brought initial insights to three
expert coauthors, who provided information about ethics in the
domain and research ethics practices in general. Two are experts
in social media research ethics and one is an expert in mental
health and social media data. The experts reviewed the drafts of
the findings and gave recommendations on important emerging
considerations in the field that were absent in our initial analysis.

3.2.2 Reflexive Considerations. Given our focus on ethical disclo-
sures, we disclose our position as researchers to help contextualize
our findings. As a team, we value human-centered and community-
centered approaches to applied ML and AI research. Two authors on
this paper have their research included in the dataset, which means
they are both objects of the critique in this paper and also critical
insiders to this domain [4]. The other authors on this paper are
not in the dataset, and help provide important insights that may be
missing given our own subjective perspectives. We are cautiously
optimistic that applied ML can be carried out ethically.

4 BACKGROUND
4.1 Dataset Overview
Our SLR expansion resulted in 129 articles published between 2013
and 2022. The distribution of publications by year can be found
in the Appendix. Given that predictive mental health is an inter-
disciplinary field, our dataset spans venues such as information
retrieval (SIGIR), human-computer interaction (CHI), and digital
health (JMIR). We found the most work (13 papers) from CLPsych.

Many social platforms were studied across the dataset. Some
papers used pseudonymous platforms, such as Twitter or Reddit,
but we also found less anonymous platforms, such as Facebook.
Notably, about 36% (47/129) of the articles used secondary data
sets that the authors did not collect themselves. Often, these were
popular benchmark sets, such as the eRisk [71] or myPersonality
datasets [99], used by 8/129 and 3/129 papers, respectively.

4.2 Ethics Disclosure Practices Across Areas
In this section, we qualitatively describe individual disclosures
in our dataset that exemplify our rubric (listed in Table 1). We
found disclosures varied in length, structure, and section of paper
in which they appeared. Some papers had only one short disclosure
when describing their methods [53, 54, 82], whereas others had
lengthy sections with several paragraphs reasoning about ethics or
potential harms of the research [93, 96]. What counted as an ethics
disclosure also varied between papers – some authors treat these
disclosures as opportunities to reason about more complex ethical
issues [40, 43, 108] whereas some took a more list-like format to
clearly and quickly disclose practices [81, 112]. Next, we describe
emergent patterns around ethics disclosures, clustered into the two
largest ethics disclosure groupings in our dataset: human-centered
and data-centered disclosures.

4.2.1 Human-Centered Disclosure Practices. Ethics review boards,
such as university IRBs or ERBs, oversee human-subjects research,
of which public social media research is not. We found that 6/13
of our rubric items aligned with principles stipulated by these
human-subjects-driven concerns (see Table 1). Recent work argued
collecting social media data implies a level of interaction that war-
rants similar standards and disclosures [3]. For example, researchers
would disclose ethics review board approval by providing IRB refer-
ence numbers for their studies [73] or noting the reason why ethics
board approval was not sought – “Approval from the institutional
review board was not sought because these data were freely available
in the public domain and researchers had no interaction with the
users” [6]. This reasoning is common and is consistent with the
typical definition of human subjects research as provided by federal
statute 45 CFR §46 in the United States that governs IRBs [36].
4.2.2 Data-Centered Disclosure Practices. We also found five prac-
tices around data collection and handling (see Table 1). Some papers
disclosed multiple data-handling strategies in specific ethics sec-
tions: “We paraphrased and anonymized all examples...We kept all
user data separately on private servers linked to the raw text and
accessible only through anonymous IDs” [85]. More often, we found
these disclosures scattered throughout the paper or buried in the
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% Disclosed Definition
Human-Centered

Data source (public vs. private) 70.54 Origin of the data from and the visibility of this data to the
general public

Interaction with Subjects 53.49 How researchers engaged with the
account holders in the dataset, if at all

Ethics board mentioned 38.76 Whether and how an ethics review board was mentioned

Consent 24.03 Whether and how participants consented into the
research, or logic about why consent was not sought

Compensation 9.30 Money received for participating in research, if any

Plan to inform subjects/gatekeepers 7.75 Intention to relay research results back to
participants or communities

Data-Centered
Subject inclusion/exclusion criteria 96.12 Standards to include participants in datasets

Modification of personal data 81.40 Concealing identifying information in the
paper if used quotes or examples

Data de-identified 33.33 Anonymizing or changing data in the research process
Data sharing protocol 33.33 Guidelines for sharing resources (datasets, models, etc.)
Data storage 9.30 Methods of storing data
Impact
Harms consideration 50.39 Direct or indirect mention of negative implications or impacts
Ethics consideration section 47.29 Specific written structure that discusses ethics concerns

Table 1: An overview of our rubric. Includes the proportion of papers in our systematic literature review (𝑛 = 129) that disclosed
ethics practices. See Appendix for more details on how each disclosure was coded.

relevant figure caption [18]. These would occasionally be cross-
referenced with the platform’s anonymity standards: “Reddit plat-
form enables free, unobtrusive, and honest sharing of mental health
concerns because a patient is completely anonymous” [38]. However,
the anonymity of pseudonymous platforms, such as Reddit, is a
contentious topic among researchers [1, 75, 77].
4.2.3 Impact and Harms Considerations. About half of the articles
included discussions of research harms, ethics, or broader impacts.
One pattern was interleaving harm considerations with methods
and limitations. For example, one paper considered the impacts of
potential harms caused by the accuracy of the model: “...the predic-
tion scores of our classification models, even the accurate ones, are
not well calibrated and thus are not an accurate uncertainty esti-
mator of mental health risk” [51]. Others cited privacy concerns
when describing their data collection processes: “Strict anonymity
was nearly impossible to guarantee to participants, given that user-
names and personal photographs posted to Instagram often contain
identifiable features.” [78].

5 FINDINGS
5.1 Disparities in Disclosure Practices
In Table 1, we summarize the 13 individual ethical principles and
the number of papers that remark on the subject. Recall from the
Methods that our evaluation of disclosure is not judgmental about
the quality of ethical reasoning – we simply track if the concept was
mentioned to better understand transparency of practice. Therefore,
the percentages in this table represent the papers that mentioned
the issue at all (either in passing or in-depth), divided by the total
number of papers in the dataset (𝑛=129).

There is a large disparity in disclosure rates in the 13 ethics
practices. Some disclosure practices are already adopted in the

research. Three out of 13 of our ethics disclosure practices were
done by 70% or more articles - describing the data source (public
vs. private) (70.54%); subject inclusion/exclusion criteria (96.12%);
and whether the data was modified in the paper (81.4%). However,
other practices were rarely disclosed. Another three of our rubric
items were disclosed in <10% of papers: compensation (9.3%), plan
to inform subjects (7.75%), and data storage practices (9.3%). This
disparity suggests that predictive mental health researchers have
not yet identified a shared set of transparency standards despite
calls from highly cited prescriptive papers [3, 16, 21, 101].
5.1.1 Ethics practices aremore disclosed when they serveMLmethod-
ological purposes. Considering Table 1, ethical practices are dis-
closed when they have a connection to other methodological evalu-
ation metrics, such as reproducibility or rigor. The most frequently
disclosed criteria (disclosed in >70% of papers) all relate to method-
ological details necessary to replicatemachine learning experiments.
For example, subject inclusion/exclusion criteria is necessary to
construct training and test datasets; modifying personal data is
a component of pre-processing, and data source information is
necessary for replicability and future gathering of said data.

Qualitatively, these often appeared in publications as “implicit"
ethics disclosures–practices that were highlighted in a paper’s meth-
ods but not explicitly called out as ethics concerns. For example,

In this study, a dataset containing publicly available
Reddit posts was used... usernames were not down-
loaded from the data source during this study, and
ethics committee approval was not sought. [32]

This example is taken from the “Data Collection” section and
performs several ethics disclosures. This discloses “data source”
(public data from Reddit), “data de-identification," and “IRB/ERB
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approval". Similarly, papers from our dataset would make methods
disclosures to serve goals of documenting pre-processing steps.

These “implicit" disclosures are encouraging; they show the
potential for connecting ethics and methods as a mechanism for
increasing ethics disclosures. However, relying solely on methods-
oriented disclosuresmay decrease the importance of human-centered
ones, which have been prescribed by ethicists [16, 45, 74] but are
more abstract than data-handling disclosures. In other words, these
implicit disclosures may be one component of increasing trans-
parency but are not sufficient to reach the field’s self-stated goal of
increasing human-centered disclosures.
5.1.2 Ethics considerations sections. Next, we consider the explicit
disclosures that authors made in our dataset. We identified specific
sections, typically titled “Ethics Considerations" or “Broader Im-
pacts", where the authors call out their ethical practices, procedures,
or decisions. We include both required disclosures by the venue
(such as in NeurIPS, ICWSM, or ACL [67]) and sections authors
used to draw attention to their decision-making. Despite the in-
creasing number of venue standards, we found large qualitative
inconsistencies in these sections across the predictive mental health
research community.

Some ethics considerations sections were cursory (no more than
a sentence or two) and included procedural reasoning. Some sec-
tions, though titled “Ethical Considerations," were brief and did not
disclose many of our rubric items: “The data set and methods used
in this work are publicly available and do not involve any ethical
or moral issues” [25]. Other minimalist ethics disclosure sections
conflated ethics discussions with ERB review [115]. These findings
align with work in other domains that show perfunctory ethics dis-
cussions in Reddit research [75] and in the broader impact sections
in NeurIPS papers [67].

Many papers had longer sections on ethics disclosure and had
more content; nonetheless, there were differences in what consti-
tutes “ethics discussion.” For example, some papers used an “Ethics
Considerations” section to outline data practices [88]. Meanwhile,
others reasoned about potential bad actors: “From the perspective of
privacy concerns, organizations with vested interests (e.g. insurance
companies) may be motivated to infer this information automati-
cally” [40]. Still, others acknowledged the norms of their field and
how they either follow or deviate. For example, “Additionally, in
a departure from traditional practices in the NLP community, the
data underlying this work will only be shared with researchers who
both (1) provide a research design or other public health justification
for the use of the data and (2) agree to take the necessary efforts to
secure the data” [108]. Although disparate, these disclosures are
promising, as they comply with ethics prescriptions surrounding
data-handling [3], broader impact consideration [74], and norm
creation [11].

Our results suggest that there is great variety of what practi-
tioners consider explicitly to be “ethics disclosure." While we saw
many insightful ethics considerations in our dataset, there were no
indicators of a shared understanding of ethics considerations across
the field. Particularly in peer-review science, where researchers
use publications to learn from one another [75], this variation can
cause confusion about what ethics even is, thereby, making the
“Ought-Is" gap all the more challenging to overcome [97].

Figure 1: Mean (blue), max (yellow), and min (red) of the
percentage of rubric items (out of 13 total) that were disclosed
over time. We see a moderate upwards trend in the mean
rubric items disclosed.

5.2 Disclosure Trends over Time
Next, we analyze trends in disclosure patterns over time. All line
graphs represent counts in a given year, smoothed with a two-year
rolling average to account for unusual annual spikes or lags in
publication output. Temporally studying our findings allows us to
reason about the growth and change patterns in our dataset.

Figure 2: Average disclosures over time. Solid green (2013-
2022) represents the data from our systematic review while
dashed green is an extrapolation. Based on a rate of change
of 2.76%, the field will average disclosing 75% of our rubric
items by 2031, shown in orange.

Figure 1 shows the average number of disclosures in a given
year, as well as the minimum and maximum number of disclosures.
We see an encouraging upward trend in the number of disclosures,
indicating that the field is moving towardsmore disclosure practices.
In 2013, papers had an average of 5.33 disclosures. In contrast, in
2021 and 2022, we saw an average of 6.83 disclosures per paper.
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Figure 3: Mean, max, and min trends for data-centered disclosures (left) and human-centered disclosures (right). While there is
a general upwards trend in both categories, we find human-centered practices are, on average, less disclosed.

Our results indicate that this trend is slow-moving. Specifically,
we find a rate of change of 2.76% in the average number of disclo-
sures ((𝑟𝑜𝑙𝑙𝑖𝑛𝑔_𝑚𝑒𝑎𝑛2022 − 𝑟𝑜𝑙𝑙𝑖𝑛𝑔_𝑚𝑒𝑎𝑛2014)/(2022 − 2014)). Fig-
ure 2 demonstrates how the average disclosure rate would continue
to increase if the rate of change stayed at 2.76%. Hypothetically,
we would not see 75% coverage until 2031. Said another way, if the
current ethics disclosure trends continue, it will take eight years for
the field’s average to exceed 9/13 of our rubric items. Contextual-
ized from the start of the dataset (2013), this means that the average
pattern of disclosing ethics practices could take 18 years, or nearly
two decades, to reach 75% coverage. Given the rapid rate of publi-
cation and innovation in machine learning for mental health [17],
this suggests that the field may need ethics disclosure interventions
to accelerate the slow growth we found in our dataset, even before
normatively deciding what is appropriate to do in situations.

We find similar trends when broken down by disclosure topics.
Figure 3 shows disclosure rates over time by data-centered and hu-
man subject-centered disclosures. We see encouraging and increas-
ing trends for both kinds of ethics disclosures. However, the average
human-centered disclosures never exceeded 50% of our rubric items.
We also note that the maximum, or “ceiling", of human-subjects dis-
closures is decreasing over time (𝑚𝑎𝑥2013 = 83.33%;𝑚𝑎𝑥2022 = 50%).
This is surprising given the amount of conversation surrounding
human-subjects concerns in research [35] and the rise of ethics
prescriptions calling for the application of more stringent ethics
standards to social media data [3, 110].

In summary, our dataset highlights the growth in ethics dis-
closure practices. However, we find that this growth is slow and,
therefore, may require accelerators, such as transparent guidelines
and disclosure artifacts. Moreover, the current growth patterns are
not equally “lifting” all disclosures. Future interventions would
need to specifically focus on human-centered concerns, which are
particularly under-disclosed in our dataset.

5.2.1 Stickiness. Next, we examine how individual practices of
disclosure are more consistently disclosed over time. We define the
“stickiness” of disclosure patterns, such that a disclosure practice is
sticky if: 1) the practice has an increasing trajectory to high adoption
(>66% of yearly papers by 2021) and 2) the disclosure percentage of
this practice remains stable (it does not dramatically dip). Stickiness

highlights whether a disclosure practice is becoming an implicit
norm in the field–an unwritten but widely accepted rule [31].

We find that different types of ethics disclosures have differing
“stickiness.” In Figure 4, we show the disclosure rates across six of the
individual ethics practices. We first note a promising trend – some
practices had a consistent upward trend of being disclosed over time,
thereby becoming “sticky” in the area. Three practices (data source;
subject inclusion criteria; and data sharing protocols) are practices
that have either stayed consistent or gotten more popular over
time (Figure 4a). The disclosure of data-sharing protocols increased
from 11% of papers in 2013 to 83% of papers in 2022. Likewise,
disclosing subject inclusion/exclusion criteria has been somewhat
sticky from the start (disclosed in >75% of papers) from 2013-2022,
but has remained consistent in the dataset. This consistent growth
suggests that disclosure of data-sharing practices stuck with time.
We hypothesize that, for these findings, stickiness is partly due to
increased methodological considerations in applied ML, such as
reproducibility (see prior Findings).

However, not all disclosure practices had the same stickiness,
suggesting that long-term adoption of certain ethics discussions
may be more difficult. In Figure 4b we see that consent and plans
to inform subjects never became prevalent in our dataset. Plans to
consult with or share results back to the individuals or communities
were disclosed in 7.75% of papers in our dataset and, as the line
graph shows, informing subjects has not picked up to become a
consistent practice. This is in notable contrast to work that has
found informing data subjects as an important factor in their per-
ceptions of research ethics [35]. Among papers that used personal
data, such as tweets or Instagram posts, disclosing how that data
was modified did not consistently trend upwards over time. Modi-
fication disclosures were present in 66% of papers in 2013, but in
33% of papers in 2022. Because stickiness is a function of adoption,
these results suggest that some practices are more difficult for the
field to organically and consistently disclose.

In addition to the quantitative trends we saw, we also found
verbiage and reasoning that was qualitatively sticky. For example,
of the 36% of papers that used secondary datasets, many simply
pointed to the benchmark set and omitted usage-dependent dis-
closures, such as how they chose to store, modify, or share the
data – “Pirina and Çöltekin built a data set for depression detection
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(a) Trends over time for subject inclusion/exclusion crite-
ria, data source description, and data sharing protocols.

(b) Trends over time for personal data modification, con-
sent reasoning, and plan to inform subjects or community
gatekeepers.

Figure 4: Trends over time for stickiness

based on Reddit, which was named the Reddit data set. The samples
in the Reddit data set are collected from the Reddit platform” [80].
We found this to be especially salient in papers that used the eRisk
dataset, which was first released in 2017 and was used throughout
our dataset. Many papers linked to the dataset, but there was no
indication of proper use for the dataset or how it was de-identified.
Trotzek et al. [103] were the only authors to note a privacy issue in
the dataset itself:

Since users for the control group were collected by
selecting users that had posted recently when the
dataset was collected...the timestamps also contain a
hidden feature that could be exploited..all models cre-
ated for this paper completely discard the timestamp
information and a detailed analysis of this fact has
been sent to the organizers of eRisk to prevent this in
future tasks [103]

We found a similar trend in reasoning about consent being quali-
tatively sticky. Several papers argued that asking account holders on
public social media websites to participate in their research could be
coercive. These arguments start in 2015 and appear again through
2022 [68, 85–89]. It is important to note that consent is typically
considered an anti-coercion mechanism because it gives people
the choice to participate in research [35, 50]. We could not locate
additional justification for this argument and, therefore, these pa-
pers run against common knowledge of consent in research ethics
and recommendations in the space [3, 16, 45, 110]. This perspective
warrants discussion because it could be unintentionally propagated
through the dataset despite its misalignment with widely accepted
principles around consent. However, we are concerned that these
practices could become sticky if prior work cites back to these
examples as motivation for future methods decision-making.

To conclude, when evaluating how individual disclosures trend
over time we find variability in a disclosure’s stickiness. The exis-
tence of sticky rubric items is encouraging; it suggests that disclo-
sures can eventually grow into common practices. However, we
find that less sticky disclosures are common themes in influential
ethics papers on the topic area, such as consent. This leads us to
believe that these less sticky practices are more difficult to discuss

and, thereby, disclose. Qualitatively, we find that ideologies around
benchmark datasets and consent were propagated throughout our
dataset. This suggests that stickiness has the power to unintention-
ally create an implicit norm.

6 DISCUSSION
6.1 Sticky Ethics Practices and Norm-Setting in

Research
Our analysis demonstrates “stickiness”, that certain ethical prac-
tices become more consistently and regularly practiced over time.
Our results indicate promising results about stickiness for ethical
disclosures in our dataset - there are several categories of disclo-
sures happening more frequently as time goes on. While only 11%
of papers in our dataset discussed data-sharing practices in 2013,
this number steadily increased to 83% by 2022.

Sticky ethics practices are evidence that implicit norm mainte-
nance and creation can happen in a research area through peer-
reviewed publications. In policy-based disciplines, such as laws and
economics, stickiness is a necessary component to creating implicit
norms–“unwritten" best practices that are typically enforced by
peers [13, 26, 31, 34]. For ethics, implicit norms can create moral
standards at little to no cost [31] and imply that researchers are
learning from one another to make cooperative progress. More-
over, disciplines such as medicine rely in part on strong normative
practices, captured in notions of duty and obligation [65].

However, implicit norms for ethical disclosures are not a perfect
system for maintaining high-quality ethical practices. One obvious
challengewith implicit norms is their implicitness –meaning that to
inspect normative practices in a field, analyses like ours need to be
conducted to understand what is going on. In addition, sociologists
and ethicists have found that implicit norms can allow undesired
practices to go unchecked [5]. In our dataset, we found this when
“sticky practices” about consent being coercive were repeated in pa-
pers without strong evidence supporting it. In contrast, prescriptive
papers have heavily discussed consent and its importance in ma-
chine learning applications that use social media data [16, 101, 113].
In this case, an implicit acceptance of consent (through a lack of
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rigorous engagement because of normative practices in peer re-
view) means that these become “codified” as explicitly permissible.
At their worst, implicit norms can unintentionally create a tyranny
of the majority [58], and because they are held and imposed by
large groups of people, can disproportionately affect minority or
marginalized communities [102]. Our results found that implicit
norms surrounding ethics disclosures are being created and propa-
gated. While this has the potential to progress the field closer to
certain principles, our results suggest that we cannot solely rely
on stickiness to propagate norms. In other words, we must bring
“unwritten" rules to the written page in order to assess whether the
field’s practices are moving towards its principles.

6.2 The “Ought-is" Gap
Discussions on ethics principles are especially salient in predictive
mental health work, where the data can be sensitive and the sub-
jects may be in emotionally vulnerable states. Recently, there has
been a movement of prescriptive work in our domain area on which
ethical tensions are particularly salient. In research ethics, these
prescriptions are assessments of what “ought" to be: what practices
are we, as researchers, morally obligated to engage with [97]. These
authors have called for informed consent at scale, fairness measures,
and multidisciplinary involvement, to name a few [3, 16, 101, 110].
In fact, many of these prescriptive works have clear and explicit
guidance on some of these issues – for example, Benton et al [3] pre-
scribe data handling techniques, such as significantly anonymizing
data in quotes and publications.

Our research finds a gap between what is prescribed (i.e., seen
as important) and what is being disclosed. This gap is especially
salient with regard to consent. We found general plurality in pre-
scriptive work on discussing consent as researchers who use social
media data [3, 16, 50, 101, 110]. However, only 24.03% of papers in
our dataset remarked on consent practices despite this plurality.
Moreover, we found that getting consent was not a “sticky" practice;
our dataset did not evidence consent trends substantively changing
over time (2013 = 15.27%; 2022 = 8.33%).The principles surround-
ing consent are not reflected in the disclosure practices authors
engage in. Furthermore, authors prioritize disclosures that serve
methodological concerns, such as describing the data source (public
vs. private) (70.54%); subject inclusion/exclusion criteria (96.12%);
and whether the data was modified in the paper (81.4%). While
these data-centered disclosures contribute to ethics discussions,
many prescriptive papers emphasize human-centered concerns,
such as informing community gatekeepers [16], justice for data
subjects [101], and consideration of user-interaction [3]. These
concerns were disproportionately underrepresented in our dataset,
especially in comparison to data-centered ones. For example, only
7.75% of papers discussed plans to inform community members,
such as moderators, or data subjects.

We hypothesize several reasons why this transparency gap ex-
ists, especially when considering the human and data-centered
divisions we note. Many publication venues create constraints that
complicate publishing ethics disclosures. For example, conferences
and journals may have strict page limits or word counts. This may
lead to a tradeoff where researchers prioritize methods or results
over ethics discussions because of page limits, making it logistically
easier to put in ethical disclosures about methods. Second, authors

may be cautious about concerns of “redundancy” and therefore not
discuss concerns that are covered by their local ERB. For example,
we found papers that stated they avoided any ethics concerns be-
cause they were IRB/ERB exempt. This suggests that any future
interventions, such as the ones we propose below, must account for
these constraints to encourage researchers to disclose important
information in their published work.

6.3 Future Work: Pragmatically Closing The
“Ought-Is” Gap

Given these challenges, what are the next steps to resolve these
gaps? Our results highlight the prevalence of the “Ought-Is" gap
in discussions of ethics in predictive mental health research. No-
tably, we recognize that this gap is not intentional nor malicious.
Principles are difficult to operationalize [65, 107] and interventions
take time to be effective. However, there are opportunities to im-
prove disclosures, increase transparency, and, eventually, lead to
better outcomes for field-wide conversations on appropriate ethics
in applied AI in future work. We provide several ideas below:

6.3.1 More Open, Interdisciplinary Conversations About Ethical
Practices. Our results indicate that ethics is more than a matter
of “yes or no." For example, we found unique insights by quali-
tatively understanding why certain authors were not acquiring
consent. This suggests that the field needs spaces for researchers to
reason about their decisions before those decisions are judged as
“good or bad." Some venues have attempted to create these spaces
through town halls on research ethics [11], reflections on broader
impact statements [67], or discursive workshops. We are excited by
venues like FAccT and CLPsych to allow for these conversations
and deliberations to happen.

6.3.2 More Space in Papers For Disclosure and Reasoning. While
the conversation is important, incentivizing better practices in peer-
review processes is crucial so authors can disclose ethical decision-
making and reasoning without worrying they will compromise
the methodological rigor of their work. We suspect that authors
had to sometimes choose between page limits and including ethics
disclosures. We also encourage venues to be more supportive of
this by giving dedicated space in the paper for ethics disclosures
and reviewers more ability to scrutinize and engage with these
disclosures. Additionally, venues could allow for longer appendices
so that ethical information is accessible within the paper itself.
In tandem with these extra documents, it is important that we
include them in the peer-review process. In alignment with previous
provocations on incorporating ethics into peer review [46], we
suggest that venues empower reviewers to ask for more ethics
disclosures or supplementary materials if not included in the paper.
6.3.3 Context Documents to Increase Transparency. Recent work
has explored the use of context documents to increase transparency
in AI, inform appropriate use, and promote ethics reflections [9,
39, 64]. Specifically, we see the potential for context documents to
move beyond documentation and scaffold the disclosure process
for researchers. If these documents can become interactive or more
useful for researchers, we can empower authors to become more
familiar with ethics and tackle challenging problems.
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6.4 Limitations
An important limitation is that we do not know what people actu-
ally did; rather, we focus on what they disclosed. This may mean
ethics practices are in fact happening but are not being logged in
research papers, thereby meaning we undercount the rates that the
practice happens. We believe this is more plausible for data-driven
disclosures (such as storing data on a protected server) than human-
centered ones given our dataset. Interviews would be necessary
to speak to researchers but may be subject to hindsight bias given
that some papers in this dataset are 10 years old.

7 CONCLUSION
In this paper, we take the perspective that transparency is essential
for better ethics practices. Our review criteria are motivated by calls
for increased transparency about ethics in appliedmachine learning,
and we analyze the ethics practices that authors disclose to promote
more disclosure. We find some promising results: overall trends of
ethics disclosures are increasing over time. However, this growth
is slow and mixed across disclosure categories. Understanding this
Ought-Is gap [97] is crucial to finding ways to close it and bring
out intentions in alignment with our goals of doing more sensitive
and human-centered research.

We propose expansions of current solutions such as town halls,
changes to the peer-review process, and context documents to
increase transparency. We underpin the need for the field to ac-
celerate and standardize ethics disclosures, especially in mental
health research where there is a large potential to cause harm and
compromise people’s well-being.
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Figure 5: Distribution of publications in our SLR (𝑛 = 129)

Coding
Human-Subjects
Data Source (Public v. Private) Public; Private; Inferred; Unclear
Interaction with Subjects Yes; No; Not Described
IRB/Ethics board Mentioned Yes, they got it; No, they didn’t get it; Not described
Consent Yes, it’s mentioned; Not described; Inferred
Compensation Dollar amount (converted to USD); Not described
Plan to inform subjects or gatekeepers Yes; No; Not described; Not relevant
Data Centered
Subject inclusion/exclusion criteria Write-in criteria; Not Described
Modification of personal data Yes; No; Unclear; No personal data included
Data de-identified Yes; No; Not described; Unclear
Data sharing protocol Yes, will share data; No, will not share data; Not described; Unclear
Data Storage Yes; Not described
Impact
Harms consideration Yes; Not described; Not explicitly stated
Ethics disclosure section Yes; Unclear; Not described

Table 2: Coding options for each disclosure
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